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Introduction & Analysis

Distillation on ImageNet

• Common KD assumes 𝒯! = 𝒯" 
for all sample for simplicity
• But we find no explicit constraint 
on 𝒯! and 𝒯", based on the deri-
vation of softmax in KD by the 
entropy-maximum principle
• We find 2 issues when 𝒯! = 𝒯" 

Toy Case

Proposed Method: Logit Standardization
Distillation on CIFAR-100• Determine Temperature adaptively based on weighted 𝒵-score

• Serve as a beneficial pre-process for the existing logit-based KD
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Visualization
• No restriction on mean and std.
• Better match of logits w/ ours

Heatmap of avg. logit diff. between 𝑇 & 𝑆

Bivariate histogram of logit mean and std.

• Without ours:
𝑆# has better ℒ$% but 
wrong prediction
𝑆& has worse ℒ$% but 
correct prediction

• With ours:
𝑆& has better ℒ$% and 
correct prediction
Contradiction solved

Part of Table for Different Structures Part of Table for Identical Structures

Conventional KD pipeline fails to reflect student performance

ISSUE 2

ISSUE 1
An implicit mandatory logit match:

Given logit 𝐳 for 𝑆 and 𝐯 for 𝑇
• 𝐳 = 𝐯 + 𝚫, where𝚫 = +𝐳 − +𝐯
• std(𝐳)/std 𝐯 = 𝒯!/𝒯" = 1

1. Zero mean

2. Finite logit std.

3. Monotonicity

4. Boundedness within − '(#
) , '(#

)

• Four Beneficial properties of standardized logit:


